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Feature-disentangled reconstruction of perception 
from multi-unit recordings
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 R E F E R E N C E S   C O N C L U S I O N S  
• Neural encoding: feature-disentangled w-latents were the most successful at predicting 
   neural activity and explained increasingly more variance over the ventral stream
  • Demonstrates the potential of aligning unsupervised generative models with biological
      processes in general and highlights the importance of feature disentanglement in ex
    plaining high-level neural representations underlying visual perception in particular
• Neural decoding: image reconstructions with state-of-the-art quality were obtained that 
closely matched the stimuli in their semantic as well as structural features
 • StyleGAN itself has never been optimized on neural data which implies a general principle   
         of shared encoding of real-world phenomena
  • Advancements of comp. models and clinical applications for people with disabilities

• What high-level feature representations underlie visual perception? 
  • We analyzed the relationship between multi-unit activity (MUA) [1] of macaque visual     
  cortex and various latent representations of recent deep generative models with different 
  properties, each of which captured a specific set of features and patterns
      • The feature-disentangled w-latents outperformed the alternative representations (i.e., z- 
  and CLIP-latents, and were subsequently used to reconstruct the perceived stimuli with
  state-of-the-art quality, according to the experimental paradigm of [2] 

• A mass univariate neural encoding analysis of the latent representations showed 
that feature-disentangled representations, w-latents, outperform the alternative 
representations, and explain increasingly more variance over the ventral stream.

 D E C O D I N G

 D E C O D I N G

Decoding performance in terms of six metrics of perceptual cosine similarity using five intermediate 
layer activations of VGG16 for face- and object recognition for face- and natural images, repectively, 
and latent cosine similarity between w-latents of stimuli and reconstructions (mean ± std. error).

• A multivariate neural decoding analysis of the feature-disentangled representa-
tions resulted in state-of-the-art spatiotemporal reconstructions of visual perception.

Time-based decoding. A 100 ms window was slid with a stride of 25 ms over the entire time course 
per trial of 300 ms, resulting in nine average responses in time. For reference, the original predefined 
time windows for V1, V4 and IT are color-coded at the top. B, D show how two reconstructions evolve 
over time. C, E show decoding performance unfold over time. 

Example results. Stimulus (top) reconstructions (bottom) from brain activity via w-latents.

Layer assignment using early (1; layer 2/16), middle (3; layer 7/16) and deep (5; layer 13/16) activations of 
VGG16 pretrained for face/object recognition [5, 6] over visual areas results in the complexity gradient. 
Replacing one activation by w-latents shows it predominantly acounts for high-level brain activity.

Encoding performance from generative latents.

• Linear mapping to evaluate our claim that the feature- and neural representation effectively 
encode the same stimulus properties, as is standard in neural coding. A more complex non-
linear transformation would not be valid to support this claim since nonlinearities will funda-
mentally change the underlying representations.

Passive fixation experiment.

• Stimuli: face- and natural images generated by StyleGAN3 [3] and StyleGAN-XL [4], respectiv.
• Features: conventional z-latents of StyleGAN 3/-XL, feature-disentangled w-latents of Style-
   GAN 3/-XL, and language-contrastive CLIP-latents of Stable Diffusion
• Responses: MUA with 15 chronically-implanted 64-channel microelectrode arrays in one ma-
   caque (male, 7 years old) upon presentation with images
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